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a b s t r a c t

Wind turbine uses a pitch angle controller to reduce the power captured above the rated wind speed and
release the mechanical stress of the drive train. This paper investigates a nonlinear PI (N-PI) based pitch
angle controller, by designing an extended-order state and perturbation observer to estimate and
compensate unknown time-varying nonlinearities and disturbances. The proposed N-PI does not require
the accurate model and uses only one set of PI parameters to provide a global optimal performance under
wind speed changes. Simulation verification is based on a simplified two-mass wind turbine model and a
detailed aero-elastic wind turbine simulator (FAST), respectively. Simulation results show that the N-PI
controller can provide better dynamic performances of power regulation, load stress reduction and ac-
tuator usage, comparing with the conventional PI and gain-scheduled PI controller, and better robustness
against of model uncertainties than feedback linearization control.

Crown Copyright & 2016 Published by Elsevier Ltd. All rights reserved.
1. Introduction

Wind power is one of the most promising renewable energy
sources and has received tremendous progress at the past decade.
Most wind power generation system uses variable speed wind
turbine with variable pitch to achieve an efficient and reliable
conversion of wind power to electrical power. According to wind
speed range, wind turbine has three operation modes and control
objectives, as shown in Fig. 1 (Bianchi, De Battista, & Mantz, 2006).
Region I starts from the cut-in wind speed to the wind speed when
the rotor speed reaches its rated value and its' control objective is
to capture the maximum available power from the wind flow,
using variable speed operation of wind turbine (Boukhezzar &
Siguerdidjane, 2010). In Region III, the wind speed is above its
rated value and below the cut-out speed, in which the wind power
forced on the blade is larger than the nominal power of the wind
turbine and must be limited by pitch angle control, while mini-
mizing the load stress on drive-train shaft at the same time. Be-
tween these two regions, the rotor speed can reach its rated value
and must be kept constant until the generated power reaches the
evier Ltd. All rights reserved.

ional Development Fund via
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rated power. This buffer region is called Region II, whose control
objective is to smoothly connect Regions I and III (Pao & Johnson,
2011).

Efficient and reliable operation of a WPGS heavily relies on the
control systems applied on the WT operating at different regions.
At the high speed Region III, pitch angle control is applied to limit
the wind power captured by the wind turbine. Numerous control
methods have been applied to design pitch angle controllers, such
as PI-type controller (Bianchi et al., 2006; Hansen et al., 2005). The
wind turbine is a highly non-linear system due to its nonlinear
aerodynamics (Beltran, Ahmed-Ali, & Benbouzid, 2008; Kumar &
Stol, 2010). As the wind turbine contains strong aerodynamic
nonlinearities and operates under time-varying wind power in-
puts, the linear PI with fixed gains cannot provide consistently
satisfactory performance in the whole wind speed region. Ad-
vanced control methods have been applied to tackle this problem,
such as the gain scheduling PI (GSPI) (Bianchi et al., 2006; Hansen
et al., 2005), digital robust control (Camblong, 2008), neural-net-
work-based control (Yilmaz & Özer, 2009), model predictive con-
trol (Schlipf, Schlipf, & Kühn, 2013), and feedback linearization
control (Kumar & Stol, 2010; Leith & Leithead, 1997). However,
most control methods, such as the feedback linearization control,
are designed based on the accurate wind turbine model, which is
difficult to be obtained accurately in practical.

Extended-order state and perturbation (or disturbance)
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Fig. 1. Wind turbine operation modes versus wind speed (Bianchi et al., 2006).
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Fig. 2. Two-mass variable speed wind turbine model and nonlinear power coeffi-
cient Cp (Boukhezzar & Siguerdidjane, 2011).
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observer (ESPO) has been proposed to estimate system state and
perturbation term for nonlinear system which can be represented
as a chained-integrator system and matched nonlinearities and
disturbances. By defining perturbation as a lumped term to in-
clude all unknown nonlinearities, parameter uncertainties and
external disturbance (Kim & Youn, 2002), ESPO can be im-
plemented using a nonlinear observer (Chen, Komada, & Fukuda,
2000; Han, 2009; Zhou, Shao, & Gao, 2009), linear observers
(Jiang, Wu, Wang, Zhang, & Zhou, 2001; Li & Liu, 2009), sliding
mode observers (Jiang & Wu, 2002), fuzzy observers (Kim, 2002),
and neural-network-based observers (Ko & Han, 2006). An ESPO-
based controller uses the estimate of perturbation to compensate
its real perturbation and achieve the adaptive feedback linearizing
control, without requiring a detailed and accurate system model in
conventional feedback linearization (FL) control (Kumar & Stol,
2010; Leith & Leithead, 1997). They have been applied in robotic
systems (Chen, Ballance, Gawthrop, Gribble, & Reilly, 1999), power
systems (Chen, Jiang, Yao, & Wu, 2014; Jiang et al., 2001), PMSM
systems (Kim & Youn, 2002), induction motor (Gao, 2006), doubly-
fed induction generator wind turbine (Patel & Zhao, 2010).

This paper designs a Nonlinear PI (N-PI) controller for wind
turbine pitch angle control. It consists of an ESPO and a classic PI
controller. The ESPO is used to estimate the unknown time-vary-
ing nonlinearities and disturbance, which are defined in a lumped
perturbation term. The N-PI uses the estimated perturbation to
compensate the real one for linearizing the nonlinear system. The
procedure is similar to the feedback linearization (FL) method,
which requires a detailed and accurate system model to calculate
the nonlinearities (Leith & Leithead, 1997; Kumar & Stol, 2010). The
N-PI is proposed to provide global and consistent optimal perfor-
mance across the whole operation range only based on one set of
PI gains tuned around the mean wind speed, and avoid the rapidly
switching of gains of the gain-scheduled PI (GSPI) type controllers.
Two types of gain scheduled PI controllers, wind speed switching
and pitch-angle switching ones are compared using simulation
tests based on a simplified two mass model and a detailed aero-
elastic wind turbine simulator, FAST (Jonkman & Buhl, 2005).
2. Nonlinear wind turbine modeling

The configuration of a simplified two-mass model of wind
turbine and its nonlinear power coefficient Cp is shown in Fig. 2.

The model is presented in a generalized nonlinear form as
follows (Thomsen, 2006):
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The state vector x, control input u and nonlinear vector F (x) are
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whereωr is rotor speed,ωg is generator speed, δ is twist angle, and
β is pitch angle. τβ is time constants of pitch actuator and βr is the
pitch angle control. Tg is generator torque, Jr and Jg are rotor and
generator inertia, Ng is gear ratio, Ds and Ks are drive-train
damping and spring constant, respectively.

The mechanical power Pr captured by the wind turbine is

πρ= ( ) ( )P R V C x x V, , 4r p
1
2

2 3
1 4

where R is the rotor radius, ρ is the air density, V is the wind speed.
Cp is the power conversion coefficient of wind turbine and is a
nonlinear function of β and λ. This paper uses Controls Advanced
Research Turbine (CART) located at National Renewable Energy
Laboratory USA and its function is given as (Beltran et al., 2008)
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where λ is tip-speed ratio and λt is an intermediate variable.
Control objective of this paper is to design a nonlinear pitch

angle control for wind turbine operating at Region III, by limiting
the power captured by the wind turbine to maintain the rotor
rotation speed ωr, or the system output power Pe, at its rated
value.
3. Conventional PI and gain-scheduled PI controller

3.1. PI controller

The conventional PI(D) based pitch angle controller is used to
regulate the rotor speed or the output power of wind turbine
(Hansen et al., 2005). To get the optimal control gain under the
rated operating point, the particle swarm optimization (PSO)
method is used (Korani, Dorrah, & Emara, 2009; Solihin, Tack, &
Kean, 2011). The integral time absolute error (ITAE) of rotor speed
is used as the optimization objective and defined as

∫= | ( )| ( )
∞

ITAE t e t dt 60

The PSO method is implemented following Korani et al. (2009)
and Solihin et al. (2011). The velocity for searching a new best
position of each swarm in PSO is given as

= · + · ( ) × ( − ) + · ( )

× ( − )

v w v c N P P c N

P P
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g,best current

where N is the number of units, w is the momentum or inertia of
PSO, Pl,best is the local best position, Pg,best is the global best posi-
tion, and Pcurrent is the current position; rand( N2, ) is to generate a

× N2 matrix with random values, c1 and c2 are the coefficient for
random values. The special parameters of PSO used in this paper
are given as N¼50, w¼0.9, c1¼0.12 and c2¼1.2.

Control gains of the PI controller are optimized at the nominal
operation point under mean wind speed, where V0¼18 m/s, ωr0

¼2.1428 rad/s, and β = °250 . The optimized gains of the PI pitch
controller are kp¼140 and ki¼52, respectively.
3.2. Gain scheduled PI controller

Due to the high aerodynamic nonlinearities of wind turbine
and time-varying wind speed, the PI controller using one set of
gains optimized based on one operation point cannot provide
consistent optimal performance when operation points shift from
that normal point. To tackle this problem, gain scheduled PI pitch
control has been proposed (Bianchi et al., 2006).

3.2.1. Wind-speed based switching
A GSPI controller requires the wind speed measurement to

schedule the controller gains (Thomsen, 2006). An anemometer
can be used but it can only measure the wind speed at a special
point, which is not accurate for representing the effective wind
speed in large wind turbines. To achieve a more accurate estima-
tion of the effective wind speed, the wind turbine itself can be
used as a sensor and the estimation can be solved by the Newton–
Raphson method (Kumar & Stol, 2010).

The wind speed estimator is realized by minimizing the cost
function ( )J t V,
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where Pr(t) is a measurement of rotor power at time t, which is
assumed to be known; fr(V) is the aerodynamic power function of
wind speed V.

The problem is equivalent to find the solution of
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From the partial derivative equation
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the iteration form of the estimator can be written as
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At time t, using the measured rotor power Pr(t), the iteration
will be performed until

ε( ^ ) = ( ) − ( ^ ) < ( )I t V P t f V, 12t r r t

where ε is a small value. The estimation of wind speed at time t is

then V̂t .
Since the rotor power Pr is unmeasurable in practice, the as-

sumption is made that the rotor power is equal to electrical power
Pe, which is measurable, divided by the wind turbine power con-
version efficiency η. Then the estimated wind speed can be used in
the GSPI controller to switching the scheduled gains by look-up-
table for the pitch controller.

3.2.2. Pitch-angle based switching
As wind speed based switching requires a complex estimation

of the real-time wind speed and also may result in fast switching
between gains due to the fast change of wind speed, an improved



Fig. 3. Block diagram of (a) conventional PI or gain-scheduling PI (GSPI) controller,
(b) proposed Nonlinear PI (N-PI) controller.

Table 1
Optimal gains under corresponding wind speed and pitch angle using PSO opti-
mization method.

V (m/s) β ( )degrated ( )k deg s/radp,opt ( )k deg s /radi opt,
2

12 3.6 186 70
14 14.1 178 66
16 20.6 160 60
18 25.1 140 52
20 28.6 124 46
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GSPI based on pitch angle switching has been proposed (Muhando
et al., 2007, Muhando, Senjyu, Uehara, & Funabashi, 2011; Van,
Nguyen, & Lee, 2015). The control block diagram of the PI and GSPI
controller is shown in Fig. 3(a), where the βK is set to be 1 in the PI
controller. Under different wind speeds, optimal gains are ob-
tained using the PSO method with the performance index of ITAE.
The optimal gains of kp and ki under different wind speed and the
correspondent pitch angle are given in Table 1.

To obtain a continuous pitch angle based switching, the
scheduled gain pairs are obtained as the product of a constant PI
gain pair multiplied by a scheduled gain β( )K which is a function
of pitch angle (Muhando et al., 2011). The scheduled gain β( )K is
proposed to compensate the variation of the aerodynamic sensi-
tivity, β∂ ∂P /r , and is obtained using the trend line of the optimal
gains versus pitch angle is given as (Muhando et al., 2011)
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and the constant proportional and integral gains, kp¼116, and
=k 42i .
4. ESPO-based nonlinear PI pitch angle controller

4.1. Input–output linearization

The input–output relationship between the system output, the
rotor speed as =y x1, and the system input, the pitch angle control
as β=u r , can be obtained using differentiating the output till the
control input appearing. From system (1)–(3), the rotor speed
dynamic is given as
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where ̇V is the derivative of wind speed.
When nonlinearities Lf(x) and system input gain Lg(x), and wind

speed dynamic ̇V are known, a feedback linearized control (FLC)
can be obtained as
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u
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where ( ) ≠L x 0g for all operation points and v is the control of the
linearized second-order system

= ( )
d x
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v 18
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2

and is designed as a PI-type controller in this paper, for the con-
venience of comparison with PI-type controller and GSPI
controller.
4.2. Perturbation definition and extended-order state space model

Assume that all nonlinearities represented as Lf(x) and Lg(x) in
system (16) are unknown, define a perturbation term Ψ ( )x to in-
clude all system nonlinearities, and the time-varying dynamics as

( )Ψ ( ) = ( ) + ( ) − ( )x L x L x b u 19f g 0

where = ( )b L xg0 0 is the nominal constant control gain which can
be chosen as the mean value of Lg(x). Then system (16) becomes
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Table 2
Two-mass model parameters of the 1.5 MW experimental wind turbine.

Wind turbine parameters Value

Rotor radius (Rb) 35 m
Air density (ρ) 1.225 kg/m3

Rotor inertia ( Jr) 2.96�106 kg m2

Generator inertia ( Jg) 53.0 kg m2

Drive-train spring factor (Ks) 5.6�109 N m/rad
Drive-train damping factor (Ds) 1.0�107 N m s/rad
Gearbox ratio (Ng) 87.965

Pitch actuator time constant (τβ) 1 s

Nominal power output (Pe) 1.5 MW
Rated rotor speed (ωr,rated) 2.1428 rad/s
Rated generator torque (Tg,rated) 8376.6 N m

Pitch angle limit ( β β–min max) �1° to 90°

Pitch rate limit ( βl̇im) 710°/s

Wind turbine efficiency (η) 0.95

Table 3
Parameters of FLC and N-PI controller.

Parameters Value

FLC/N-PI Proportional gain (1/s2), kp 6.3
FLC/N-PI Integral gain (1/s), ki 0.26
ESPO equivalent input gain (°s3/rad), b0 �0.04
ESPO nonlinear coefficient (rad/s), h 0.001
ESPO observer bandwidth, α0 40
ESPO estimation gain (1/s), k01 1.2�102

ESPO estimation gain (1/s2), k02 ×4.8 103

ESPO estimation gain (1/s3), k03 ×6.4 104
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4.3. Extended-order states and perturbation observer

Define =z x1 1, = ̇z x2 1 and an additional state variable
Ψ= ( )z x z,3 , an extended-order model is obtained as
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where ẑi, =i 1, 2, 3, is the estimate of zi; and z̃1 is the estimation
error of z1. k0i are observer gains that can be parameterized as
(Gao, 2006)
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where α0 is the observer bandwidth and the only parameter to be
tuned.

Similarly, to improve the estimation performance, a nonlinear
ESPO (NESPO) can also be designed based on Han (2009) as fol-
lows:
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where χ is the input error of the nonlinear function, s is the pre-
cision index from 0 to 1, h is the width of linear area of the non-
linear function.

Comparing with the linear ESPO, the NESPO can accelerate the
estimation speed, with the cost of a complex nonlinear observer,
which increases the difficulties of stability analysis of the closed-
loop system. Note that other types of ESPO, such as sliding mode
observer, can also been applied, though they all provide similar
performance (Jiang et al., 2001).
4.4. N-PI based pitch angle controller

By using real-time estimate of perturbation Ψ̂ ( )x from the
third-order ESPO to compensate the real perturbation, the control
input u can be obtained as

( )Ψ= − ^ ( )
( )

u
b

v x
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where v is the control of the linearized second-order system and is
designed as a classic PI controller with error between rotor speed
reference ω*r and the system output x1:
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Finally, the N-PI pitch angle control can be expressed as
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The whole diagram of the N-PI pitch angle control is given in
Fig. 3(b). Note the N-PI controller uses only one pair of gains rather
than several scheduled gain pairs like GSPI, due to the compen-
sation of all system nonlinearities and disturbances.

4.5. Stability analysis

Stability analysis of the observer (22) and the closed-loop
system including controller and observer can be investigated by
using Lyapunov stability similar to Jiang and Wu (2002). Thus only
stability results are summarized in this paper and detailed steps
can follow Jiang and Wu (2002). Error dynamic of the observer can
be obtained from system (21) and (22) as
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Define tracking error of rotor speed as ω= * −e xr2 1, its in-

tegration as ∫ ω= ( * − )e x dt
t

r1 0 1 , and its differentiation as

ω= ̇* − ̇e xr3 1. From (20) and (28), the dynamics of the closed-loop
system is represented by the tracking errors as
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where Ψ Ψ˜ = (·) − ^ (·)z3 is the estimation error of the perturbation.
Based on Jiang and Wu (2002), assume that perturbation

functions Ψ (·) and Ψ ̇ (·) are bounded over the domain of interest as

Ψ γ Ψ γ| (·)| ≤ | ̇ (·)| ≤ ( )311 2

where γ1 and γ2 are positive constants; then the error dynamic of



0 5 10 15 20 25 30
14

16

18

20

22

Time (s)

W
in

d 
Sp

ee
d 

V
 (m

/s
)

0 5 10 15 20 25 30
2.12

2.14

2.16

2.18

2.2

2.22

Time (s)

R
ot

or
 S

pe
ed

 
ω

r (r
ad

/s
)

PI
GS PI
N PI

0 5 10 15 20 25 30
1.26

1.29

1.32

1.35

1.38 x 10−4

Time (s)

Tw
is

t A
ng

le
 

δ 
(r

ad
)

PI
GS PI
N PI

Fig. 4. Response of PI, GSPI and N-PI under step wind test. (a) Wind speed;
(b) rotor speed; (c) drive train shaft twist angle.
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Fig. 5. Perturbation estimation result under step wind speed. (a) Real and esti-
mated perturbation comparison; (b) estimation error in percentage.

Fig. 6. Performance comparison in metrics of: (a) settling time (s); (b) overshoot
(rad/s); and (c) ITAE (rad⋅s) under step change wind speed.
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ESPO (29) and the closed-loop system (30) are ultimately boun-
ded. Furthermore, if perturbations Ψ (·) and Ψ ̇ (·) are locally Lip-
schitz in their arguments, the observer error and the closed-loop
tracking error can be obtained exponential converged as well.
The internal dynamic of the nonlinear system is analyzed using

a zero-dynamic technique. When the rotor speed and its time
derivative are well controlled, i.e. =e 02 and =e 03 , then the
corresponding states are controlled to their reference values, such
as β β= *, ω ω= *r r , ω̇ = 0r and ω β η( * *) = * = *P P P, /r r r e , where η is the
entire output power efficiency. A relation expression can be ob-
tained as

ω
ω
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then the other two dynamics can be obtained as

ω̇ ≡ ( )0 33g



Fig. 7. Response of N-PI compared with PI and GSPI under random wind speed. (a) Random wind speed, (b) rotor speed, (c) drive train shaft twist angle.
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The zero-dynamic of the internal system is stable, and there-
fore, the closed-loop system error dynamic is stable.
5. Simulation results

The simulation tests were performed based on a real experi-
mental wind turbine, Controls Advanced Research Turbine (CART)
located at National Renewable Energy Laboratory USA and whose
parameters are given in Table 2. The CART is a flexible, variable
speed and pitch controlled wind turbine with 1.5 MW nominal
power rating. This turbine was modeled using a two-mass model
and a validated aeroelastic simulator called FAST: fatigue, aero-
dynamics, structures, and turbulence (Jonkman & Buhl, 2005). As
only pitch angle control in Region III is considered, the wind speed
is chosen in the range from 12 m/s to 24 m/s with a different mean
value and turbulence intensity. The wind parameters are gener-
ated from TurbSim, which is a stochastic, full-field, turbulent-wind
simulator and numerically simulates 3-dimensional wind velocity
vectors by time series at points in a vertical rectangular grid
(Jonkman, 2009). The proposed N-PI, a conventional PI and a GSPI
are tested based on the simplified two-mass model of the CART at
first. The parameters of the N-PI controller are given in Table 3.

5.1. Simplified two-mass wind turbine model

5.1.1. Step wind speed test
The pitch angle controller is designed to maintain the rotor

speed under wind disturbance. The performance of the three
controllers obtained under step wind disturbance is shown in
Fig. 4, which is simulated on the simplified two-mass model.
When wind speed is increased in steps, it is clear that the PI
controller (dotted line) cannot provide consistently optimal dy-
namic performance when wind speed changes. The GSPI controller
(dashed line) with the entire-region optimal gains can eliminate
the effect of the shift of operating points caused by the change of
wind speed. The N-PI (solid line) provides better transient re-
sponse with smaller overshoot and faster settling time, over the
whole operation range.

Furthermore, dynamic response under step wind speed change
from 12 m/s to 24 m/s is compared in terms of settling time,
overshoot and ITAE for different controllers. As shown in Fig. 6, it
can be found that the N-PI has about 18% less settling time, 15%
less overshoot, and 20% less ITAE value than the other two when
the wind speed above 16 m/s. At lower wind speed, the N-PI
performs better than the PI but no obvious improvement than the
GSPI. Overall, the N-PI has the best performance with the least



Fig. 8. Performance comparison for PI, GSPI, FLC and N-PI under random wind
speed with different mean value (m/s) and turbulence intensity (%). (a) RMS Rotor
Speed Error; (b) RMS Twist Angle Change; (c) RMS Pitch Actuator Usage; (d) RMS
Controller Output Acceleration.
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Fig. 9. Perturbation estimation result under random wind speed. (a) Real and es-
timated perturbation comparison; (b) estimation error in percentage.
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Fig. 10. Dynamic response comparison under the power coefficient change to 70%
its rated value. (a) Dynamic response of FLC; (b) dynamic response of N-PI.
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ITAE value among the three controllers.
The performance of the ESPO in N-PI is given in Fig. 5. Note that

the observer needs a short period to track the variation of oper-
ating point, it will have transient error under step wind, but will
eliminate to zero in a short time period. There is no steady-state
error between the real perturbation and the estimated value.



Fig. 11. Configuration of test N-PI pitch angle controller using FAST.
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Fig. 12. Simulation verification result on FAST model. (a) Wind speed; (b) rotor speed; (c) LSS DEL.
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5.1.2. Random wind speed test
The simulation results under random wind with 18 m/s mean

speed and 15% turbulence intensity are presented in Fig. 7, which
contains wind speed, response of rotor speed, and drive train shaft
twist angle. All controllers control the pitch angle and the gen-
erator torque is held as a constant in its rated value. The control
performances are compared under cases with combination of a
different mean wind speed and turbulence intensity, based on the
RMS value of the regulation error of the following four dynamic
variables: the rotor speedωr for the control performance, the twist
angle δ as the second control objective, the actuator usage in terms
of the pitch acceleration β ,̇ and the controller output change rate
βṙ . Their performances are presented using bar chart in Fig. 8. The
PI controller performs worst under the random wind speed as
shown in the comparison of bar charts. This is because that the PI
controller is a linear controller with its control gain which is op-
timized at one operation point, while the other three controllers
are nonlinear controllers whose control gains are suitable for the
whole wind speed region, based on the cancellation of non-
linearities or gain scheduled technique.

On the other hand, the GSPI gain pairs are switching rapidly
under the random wind speed. Its entire control performance is



Fig. 13. Performance comparisons of PI, GSPI and N-PI controllers using FAST si-
mulator under different wind input: (a) RMS rotor speed error; (b) RMS LSS DEL;
(c) RMS pitch change rate.
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not as good as the FLC and the N-PI. Due to the system model and
parameters are known accurately in simulation, the FLC has ab-
solutely the best performance among the four controllers. N-PI
performs as good as FLC, but the perturbation observer has a small
time delay and estimation error by the ESPO estimation before
compensate the real ones. The rotor speed regulation error of N-PI
is 20% less than the PI controller and 10% less than the GSPI. The
reduction of twist angle change is 12% better than the PI and GSPI.
In addition, the actuator usage of N-PI is 4% less than that of GSPI
and 9% less than that of FLC, in terms of the pitch change rate and
control output acceleration.

The estimation performance of the linear ESPO in the N-PI
controller is shown in Fig. 9, whose average estimation error is
around 7.5%.

Due to the high change rate of the random wind speed with
high turbulence, the estimated perturbation from ESPO should be
filtered before used to compensate the real perturbation. More-
over, the N-PI controller using a nonlinear ESPO is compared a
N-PI with a linear ESPO. As the observer gains of both ESPOs are
chosen to be far greater than the upper bound of the time deri-
vative of perturbation, there is no obvious improvement obtained
by the nonlinear ESPO. Thus this paper uses a high-gain linear
ESPO for perturbation estimation (Jiang & Wu, 2002).

The proposed N-PI pitch controller has better control perfor-
mance in the whole wind speed region, especially at high turbu-
lence intensity. Moreover, to extend the service life of equipment,
high actuator usage should be avoided in practice. The GSPI re-
quires to tune several set of gains around several operating points,
while the N-PI only needs to tune one pair of gains of PI the whole
wind speed region, which make it to be much easier to comprise
the control performance and the actuator usage.

5.1.3. Robustness of model uncertainties
When the accurate system model is available, the FLC provides

the best results. However, in practical application, there are many
model uncertainties, such as air density change caused by a dif-
ferent weather condition, dust effect (Khalfallah & Koliub, 2007),
and ice accretion (Makkonen, Laakso, Marjaniemi, & Finstad, 2001;
Saleh, Ahshan, & Moloney, 2012), which will affect the aero-
dynamic power coefficient of the wind turbine. Fig. 10 shows the
dynamic response when the power coefficient is reduced to 70% of
its rated value. As the FLC requires an accurate model and para-
meters, it cannot maintain the rated rotor speed. As the N-PI based
controller do not need the accurate system model and can com-
pensate the perturbation caused by the variation of system model
uncertainties, it can provide much better and robust response. The
PI and GSPI can also provide similar robust performance than the
N-PI and their results are not presented.

5.2. Validation on FAST simulator

As the two-mass model is a simplified wind turbine model that
neglects many dynamic behavior, the N-PI controller is also vali-
dated on a more detailed model, the Fatigue, Aerodynamics,
Structures, and Turbulence (FAST) model, which is capable of
predicting both the extreme and fatigue loads of two and three-
bladed horizontal-axis wind turbines and suitable for verify and
test of wind turbine control. Fig. 11 shows the configuration of the
N-PI and the FAST in Simulink.

As suggested in the FAST user manual, the FAST model does not
include the pitch angle actuator dynamics and the blade base can
rotate to the reference angle without any delay. An additional
actuator dynamic block is added to regulate the pitch angle. Fur-
thermore, the FAST model has no direct output of the twist angle
value like in the two-mass model, as it uses a full flexible dynamic
model with segmented elastic model in the entire drive train shaft.
The low speed shaft damage equivalent load (LSS DEL) is used to
display the equivalent performance of the twist angle of the drive
train shaft.

In the simulation on FAST model, RMS value of the following
three variables are used to compare the controller performance:
the rotor speed regulation error, and the pitch acceleration of the
pitch angle (in °/s). The dynamic responses under random wind
input with 18 m/s mean speed and 15% turbulence intensity is
presented in Fig. 12. Comparing with the response of two mass
model, the FAST simulation result includes many authentic dy-
namics and high frequency noise. The comparison performs in the
bar chart shows that the N-PI has the rotor speed regulation error
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25–30% less than the PI and 5–15% less than the GSPI as shown in
Fig. 13(a). And in the RMS of LSS DEL, the N-PI has approximate 7%
less than both the PI and the GSPI as shown in Fig. 13(b).

In the FAST simulation, the pitch angle response time constant
depends on many conditions, such as wind speed at different
height, yaw angle, and tower shadow. Therefore, the pitch angle
control response in FAST simulation is worse under higher wind
speed and greater turbulence intensity as shown in Fig. 13(c).
Nevertheless, the results under both low and high turbulence
wind show that the N-PI controller has approximate 13% less ac-
tuator usage than the GSPI and gets about 10% better performance,
and it has approximate 6% more actuator usage to get a 28% im-
provement comparing with PI controller in wind turbine pitch
control.
6. Conclusion

A Nonlinear PI (N-PI) pitch angle controller has been designed
to regulate the wind turbine to capture the rated wind power
when the wind speed exceeds the rated value. Based on the two-
mass nonlinear wind turbine model, an extended-order state and
a perturbation observer is designed to estimate the unknown and
time-varying nonlinearities and external disturbances. The esti-
mated perturbation dynamic is used to compensate the real un-
known dynamics and a PI type controller is designed for the lin-
earized system. Only one set of PI parameters is needed to be
tuned for covering the whole operation region. The N-PI avoids the
requirement of tuning and switching of controller gains in GSPI
and the requirement of accurate system model in the feedback
linearization control. The proposed N-PI pitch angle controller is
verified on the two-mass simplified model and then the detailed
FAST simulator under step and random wind speed tests. Simu-
lation results show that the N-PI based pitch angle controller
performs better in constant power regulation and drive-train
stress minimization, with less actuator usage comparing with the
conventional PI and gain-scheduled PI controllers, and better ro-
bustness than FLC in the model uncertainties.
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